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Abstract. Mobile commerce (m-commerce) is an emerging discipline involving applications, mobile devices, middleware, and wireless
networks. While most of existing e-commerce applications can be modified to run in a wireless environment, m-commerce also involves
many more new applications that become possible only due to the wireless infrastructure. These applications include mobile financial
services, user and location specific mobile advertising, mobile inventory management, wireless business re-engineering, and mobile inter-
active games. In addition to device and wireless constraints, mobile commerce would also be impacted by the dependability of wireless
infrastructure. Unlike e-commerce applications that usually run on fixed networking infrastructure of fairly high dependability (approaching
to about 100%), m-commerce applications may not receive such high dependability from the existing and emerging wireless infrastructure.
So far, most of the m-commerce research focuses on applications, devices, and security issues. We believe that some work is necessary
in addressing the dependability challenges of the wireless infrastructure. In this paper, we present (a) the dependability issues of wireless
infrastructure, (b) several architectures to improve the dependability of wireless networks, and (c) a simulation model and results on wire-
less dependability for m-commerce. The results show that a significant improvement is possible in wireless dependability for supporting
m-commerce applications.
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1. Introduction The mobile commerce applications include mobile fi-
nancial applications, mobile advertising, mobile inventory
management, product locating and shopping, wireless re-
engineering, mobile auction, and wireless data center [8].
These applications have diverse networking requirements in
terms of location management, QoS, and dependability. The
impact of lack of wireless dependability is likely to be quite
different for these applications. For example, applications
such as mobile financial applications may be more affected by
failures in wireless networks than applications such as mobile
advertising where value and real-time processing may not be
crucial factors. Applications that will be affected by wireless
dependability include

Electronic commerce has attracted significant attention in the
last few years. This high profile attention has resulted in
significant progress towards strategies, requirements, and de-
velopment of e-commerce applications. M-commerce is an
emerging discipline involving applications, mobile devices,
middleware, and wireless networks. While most of existing
e-commerce applications can be modified to run in wireless
environment, m-commerce also involves many more new ap-
plications that become possible only due to the wireless in-
frastructure [8]. Unlike e-commerce applications that usually
run on fixed networking infrastructure of fairly high depend-
ability (approaching to about 100%), m-commerce applica-
tions may not receive such high dependability from the ex-
isting and emerging wireless infrastructure. So far, most of
m-commerce research focuses on applications, devices, and
security issues. We believe that some work is necessary in
addressing the dependability challenge of wireless infrastruc-
ture. Dependability can broadly be characterized by reli-
ability, availability, and survivability of wireless networks.
Though somewhat interrelated, the terms reliability, availabil-
ity, and survivability have different meanings. In our context,
reliability is the ability of wireless and mobile networks to
perform their designated set of functions under certain con-

e applications requiring real-time or immediate wireless ser-
vice (such as mobile financial applications, mobile inven-
tory management, wireless re-engineering, auctions, and
data center);

e applications that may involve multiple devices, databases,
and other network components to complete a transaction
(such as auctions and mobile inventory management);

e applications requiring authentication and authorization
from one or more servers and devices (mobile financial
applications, wireless re-engineering).

Now we look into a generic m-commerce transaction and

ditions for certain operational times [2]. Network availability
can be expressed in terms of the fraction of time users are able
to access network services. The term survivability refers to
a wireless network’s ability to perform its intended services,
given network infrastructure component failures.

discuss how different m-commerce transactions may be af-
fected by different failures in wireless infrastructure. Such
a model is shown in figure 1. A mobile commerce transac-
tion may involve multiple network components such as loca-
tion database, user preference database, and multicast server.



226

Transaction
Server

User

Authentication
Server

M-commerce
Data Center

Location Database

MALLOY, VARSHNEY AND SNOW

Users Service and
Preference Database

Advertising & Pricing

3rd Party Services

Multicast Server

Figure 1. Possible components in a m-commerce transaction.

Table 1
Impact of wireless infrastructure failures on m-commerce applications.

Type of failures M-commerce applications affected

Device/Server/BS/MSC/  All
Transaction Server

HLR/VLR or Location
Database

Movbile financial applications (B2C, B2B)
Mobile advertising (B2C)

Mobile inventory management (B2C, B2B)/
Product locating and shopping (B2C, B2B)
Proactive service management (B2C, B2B)
Mobile auction or reverse auction (B2C, B2B)

Multicast Server Mobile auction or reverse auction (B2C, B2B)
Mobile advertising (B2C)

Movbile distance education (B2C)

User Preference Mobile advertising (B2C)

Database

Authentication Server Movbile financial applications (B2C, B2B)
Mobile auction or reverse auction (B2C, B2B)

Wireless re-engineering (B2C, B2B)

Data Warehouse Wireless Data Center (B2C, B2B)

Note: B2C: business-to-consumer, B2B: business-to-business.

Also different transactions may require very different types
and number of network components (table 1). For example,
mobile auctions may need multicast, location, and authenti-
cation servers, while mobile advertising could just use a loca-
tion database. Therefore, failures of different network compo-
nents would affect mobile commerce transactions differently.
Also some failures such as device failure, switch failure, or
server failure may affect most or all of the applications, while
other failures such as multicast server failure may only af-
fect applications requiring multicast. Even there, broadcast
limited to some locations may be performed to support such
applications, although at much more inefficient use of the
wireless infrastructure. Also the impact of failures may also
depend on whether the mobile commerce transaction used a
“Push” or “Pull” format. In the first case, a user may not even
notice the impact of a failure, while in second case the user
will notice the delay/time-out or the lack of service after the
user has attempted a transaction.

The dependability of the wireless infrastructure is a very
crucial requirement for supporting m-commerce applications.
The dependability of wireless networks for existing applica-
tions (voice/data) is an important issue [6], however this be-
comes even more crucial for m-commerce due to the follow-
ing reasons:

e Unlike existing wireless applications, m-commerce trans-
actions are likely to use several network components si-
multaneously including one or more databases (especially
for applications requiring network wide multicast commu-
nications), making the impact of one failure to be felt at
several other places.

e M-commerce applications are likely to use computing and
communications resources more often than regular appli-
cations, making the effect of component/link failures even
higher.

e M-commerce applications are likely to involve much more
valuable transactions, making the financial impact of fail-
ures and unavailability much higher.

e M-commerce applications are likely to involve several dif-
ferent wireless networks, devices, and software, and weak-
ness in one or more such components is likely to affect the
overall dependability.

We now turn to our approach for improving and provid-
ing application specific wireless dependability in section 2.
In section 3, we present a simulation model and results to
show the improvements in wireless dependability by both de-
sign changes and fault-tolerant architectures. In section 4, we
briefly discuss some related work. Finally, in section 5, we
make some concluding remarks.

2. Improving wireless dependability for m-commerce

In this section, we address how to increase the dependabil-
ity of wireless networks for m-commerce applications. De-
pendability can be characterized by reliability, availability,
and survivability of wireless networks. Though somewhat in-
terrelated, the terms reliability, availability, and survivability
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have different meanings. In our context, reliability is the abil-
ity of wireless and mobile networks to perform their desig-
nated set of functions under certain conditions for certain op-
erational times [2]. The most common reliability metric is
mean-time-between-failure (MTBF). Availability refers to a
network’s ability to perform its functions at any given instant
of time under certain conditions [2]. Network availability can
be expressed in terms of the fraction of time users are able
to access network services. The term survivability refers to
a wireless network’s ability to perform its intended services,
given network infrastructure component failures.

By increasing the MTBFs of different components/links
and by some architectural changes (such as redundancy or
fault tolerance), reliability of wireless and mobile networks
can be improved. We propose an integrated approach for im-
proving overall dependability of wireless infrastructure to the
application specific requirement. We next discuss how the de-
pendability of wireless networks can be improved using de-
sign changes. Following that, we will discuss fault-tolerant
architectures.

2.1. Improving dependability using better design and
components

The dependability attributes of wireless networks may be en-
hanced by certain design changes. This could include the
deployment of more reliable components and links and also
how these components are interconnected. The dependabil-
ity can further be improved by establishing a faster recovery
time. To address how better design impacts dependability,
we used a building block approach. This approach is based
on using wireless infrastructure building-block (WIB) that
contains a Mobile Switching Center (MSC) and associated
Home/Visitor Location Registers (HLR/VLR), multiple base
station controllers (BSCs), and several base stations (BSs)
homed to a base station controller [7].

In general terms, wireless dependability can be improved
with increased MTBF (mean-time-between-failure) of com-
ponents and reduced MTR (mean-time-to-restore). The in-
creased MTBFs would reduce the frequency of failures, thus
reducing the number of transactions that are impacted by
wireless failures. Reduced MTR would reduce the dura-
tion when mobile commerce transactions could not access
the wireless infrastructure. We also believe that varying the
size of infrastructure block, the number of levels in a block,
the number of components/links, and the size of compo-
nents/links may have positive impact on one or more of de-
pendability attributes (reliability, availability, and survivabil-
ity). Increased availability of wireless infrastructure would
reduce busy signals/blocking allowing more users to com-
plete their transactions at anytime. The increased survivabil-
ity would reduce the number of transactions impacted after
one or more failures have occurred in the underlying wireless
infrastructure.

A generalized WIB is shown in figure 2(a) that includes
multiple levels. Further, each level may include multiple
components of different types. Even among the components
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Figure 2. (a) A generalized wireless infrastructure-building block (WIB).
Njj is the number of components of type i at level j of a WIB. (b) A wireless
network designed with several different WIBs.

of the same type, the characteristics may differ. For exam-
ple, a base station may significantly differ from a neighboring
one in terms of number of customers supported, MTBF and
MTR values, and hardware/software functionalities.

Using WIB approach, a wireless network may include
multiple WIBs of varying sizes. The following parameters
can be selected to optimize one or more of the dependability
attributes:

e size and number of building blocks,
e the number of levels in a building block,
o the number of different types of components,

e the number of components of a certain type in a given
level,

e the size of different components in terms of number of
customers supported,

e characteristics of components (MTBE, MTR).

We believe that above factors would lead to improved sup-
port for a range of mobile commerce applications in terms of
the number of completed transactions.

Figure 2(b) shows a network made up of multiple building
blocks of different sizes, levels, and components and links.
One or more of these can be selected to optimize one or more
dependability attributes. Also these parameters can be var-
ied to provide the required levels of dependability attributes
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in different locations covered by a wireless network. For ex-
ample, the dependability attributes required in areas of sig-
nificant business activities may differ from those required in
rural areas. Such location-specific dependability research will
be addressed in a subsequent paper.

In the next section, we present some interesting results
showing how much improvement is possible in each one of
these attributes under what conditions. We believe these re-
sults are of significant importance to the required wireless de-
pendability for m-commerce applications.

2.2. Improving dependability using fault-tolerant
architectures

Fault tolerance can be introduced in wireless networks in one
or more places. These include device, cell, switch, block, and
network levels. This leads to several possible fault-tolerant
architectures for m-commerce. Fault tolerance at device level

Switches with
built-in fault

%//% tolerance

Switch

Fault-tolerant
SONET Ring

2 Overlapped
t  Architecture

.

y

(b)

Figure 3. (a) Fault tolerance at the device level. (b) Fault tolerance at cell and
switch levels.

MALLOY, VARSHNEY AND SNOW

can be introduced in the device where multiple interfaces can
be incorporated in a device. These interfaces can be used to
access the same network, thus, one is primary and others are
backup interfaces as shown in figure 3(a). Such an architec-
ture would reduce the impact of failures on most m-commerce
transactions.

Fault tolerance at the cell level can be introduced by us-
ing multiple base stations per cell or overlapping (hierarchical
cell structure) cell structure. The use of multiple base stations
to cover one cell may be expensive as only one of the base
stations is used at any time. The number of base stations per
cell in such a scheme may also be determined by the MTBF
ratings of these base stations and the level of network avail-
ability desired. A possible scenario is shown in figure 3(b).
Such an architecture would support most m-commerce trans-
actions but higher transaction/blocking may result due to a
reduction in wireless resources after failures.

Fault tolerance at the switch level can be introduced by
redundancy or by using a fault-tolerant architecture such as
SONET ring as shown in figure 3(b). Also a base station may
be connected to more than one switch (multi-homing) to over-
come failure of one or more switches. Fault tolerance at block
level can be introduced as follows. Since multiple such blocks
may need to be interconnected to cover the entire service area,
interconnection issues arise. The type of information that has
to be transmitted between these blocks includes user traffic

Level J

Level I

(d)

Figure 3. (c) Fault tolerance at the block level. (d) Fault tolerance at the
network level.
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to and from a given block and signaling, and control traffic.
A failure of one or more links connecting these blocks to-
gether may partly or fully disable the operation of a building
block affecting a number of customers. So a fault-tolerant ar-
chitecture such as SONET ring can be used in interconnecting
these blocks as shown in figure 3(c). If a cut in the ring occurs,
the rings join and the network connectivity is maintained. If
an MSC fails in a block, then only that block is isolated, but
the other blocks remain connected to one another. Such ar-
chitecture would support mobile commerce applications that
require reliable inter-WIB connectivity.

Fault tolerance at the network level can be introduced to
increase the availability by using network replicated at the
block level. Thus, there are two or more blocks covering a
certain area. These layers and the interconnection architecture
at intra and inter layer levels may provide a degree of fault
tolerance as shown in figure 3(d). Such architecture would
allow the support for m-commerce applications even after one
or more blocks are completely disabled.

After discussing the use of different architectures to im-
prove the dependability of wireless networks for m-commerce
applications, we next discuss how to simulate the perfor-
mance improvements by one or more of these architectures.
A comparison of these fault-tolerant architectures is not in-
cluded here due to space limitation. A future paper will in-
clude such comparison for both existing as well as the emerg-
ing m-commerce applications.

3. Modeling and performance evaluation

To study wireless dependability for m-commerce applica-
tions, we developed a discrete event simulation model using
the building block approach. The number and size of build-
ing blocks are determined based on the total number of sub-
scribers served. Then the number of levels and the number
and size of different components in a building block are set.
Although the impact of network failures is likely to affect var-
ious mobile commerce applications differently, we are inter-
ested in evaluating the number of transactions impacted by a
range of wireless infrastructure failures. We will also evaluate
the improvement in number of transactions completed due to
improved wireless infrastructure. We are aware of the fact that
the sheer number of transactions may not represent the over-
all impact on m-commerce applications as the impact is de-
pendent on the distribution and the exact mix of m-commerce
applications in use at the time of various failures. Since we do
not deal with such mix of diverse m-commerce applications
in this paper, we chose to focus on the number of transactions
that are affected by the dependability of wireless infrastruc-
ture.

The simulation model designed and used in this study
produce failure statistics and total impact of failures on m-
commerce transactions. We will use the model to compute
failures and impact under varying network size, duration,
component characteristics, and other variables. A step-by-
step description of the algorithm used in the simulation model
is presented in table 2.
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We used the following values for a building block (or WIB:
wireless infrastructure block) as suggested in [7]:
e Number of MSC/HLR/VLR in a block = 1.
e Number of BSCs under an MSC = 5.
e Number of BSs under a BSC = 10.
e Number of users served by a base station = 2000.
e Number of users served by a BSC = 20,000.
e Number of users served by a building block = 100,000.
e Mean number of transactions per user = 1, 5, or 10.

Next, we analytically model the number of component fail-
ures, the quantitative impact of various failures, and network
availability. We derived this model to capture the number of
component failures, the quantitative impact of various fail-
ures, and network availability. The impact of component fail-
ures is shown in the fault tree of figure 4. A level 1 failure
involving MSC, HLR/VLR, SS7, and PSTN trunk affects the
entire user population of a wireless building block. A level 2
failure involving BSC affects all BSs and their associated
users. A level 3 failure only affects users under the coverage
of a single base station.

The probability of R failures for the components/links of
type k in the sample period can be approximated as

Pretoral = M Cr - (Pii)® - (1 = Py,
where P, =1 — e_‘“’”’, (D)
e k = specific component type in the network,
e d = time period,

e );; = failure rate of the ith component of the type k and
is a function of MTBF and can be approximated as the
inverse of MTBF,

e N; = number of components of type k in the network,

e R = number of failures.

The total number of failures involving components and
links of type k in a WIB during a given time can be approxi-
mated by

Ni
Ni-total = Z R- (NkCR (PR - Pk)Nk—R). )
R=1

The total number of failures in a network of M WIBs dur-
ing a time period can be given as

M Crax
N z( 3 N) ®
i=1 k=1

e Cpax = total number of different components and links in
a WIB,

e M = number of WIBs in the network.

The cumulative impact of failure (number of transactions
affected) in a WIB with N levels can be given by

S ri-1 T;
Iwis = TRayg - Z[n(l - Pk):| . Z P ik,  (4)
k=1

i=1Lk=1
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Table 2
A step-by-step description of simulation model.
Actions Comments
Step 1 1. Information on the type of wireless network is either entered by a user

Get number of users (or network size).

Get/generate mean and distribution of transactions/user, user mobility levels,
building block architecture (levels) and distribution, characteristics of com-
ponents and links, and failure thresholds.

Step 2

Generate the number and sizes of building blocks using a given distribution.
Generate levels, components, and links based on information from step 1, or
Initialize to a starting value.

Generate different transactions for users.

Schedule failure events using user-specified or model-selected distribution
and mean values.

Step 3

Check for failure events throughout the network.

If failure occurs, execute failure processing (step 4).
Else move simulation clock to the next failure event.

Step 4

Failure processing

Add to Num_Failures.

Check and process overlapping failures.

Identify the level where failure has occurred and ignore downstream failures
under the same sub-tree in the same building block.

Derive failure size and duration using given distributions (such as exponen-
tial, Weibull).

Check if failure size exceeds one or more thresholds.

Add failure size to Num_User_Impacted.

Compute the number of transactions for users affected by failures.

Add to Num_Transaction_Impacted.

Add durationXsize to Net_Down_Factor.

Generate repair time using input information or model values and given dis-
tributions (Weibull, exponential, or binary).

Go to step 3.

Output the following values:
Num_Failures
Num_User_Impacted
Num_Transaction_Impacted
Net_Down_Factor
Num_Threshold

or is initialized by the simulation model.

2. Characteristics of components may include minimum/maximum size,
MTBF and MTR, and a function describing the relationship between
these two.

The internal architecture for different building blocks is generated based
on the input or using built-in values in the model.

Num_Failures is a reliability metric.

Num_User_Impacted and Num_Transaction_Impacted are survivability
metrics.

Net_Down_Factor is an availability metric.

Num_Threshold represents the number of failures exceeding certain time
or impact thresholds.

e S = number of levels in a WIB,

e P;; = overall probability of failure of the kth component
at level i,

I;x = impact of component or link based on the size of the
network,

T; = total number of components or links at level i,

e TR,y = average number of transactions per user =
>(iQ;), where Q; represents the probability of i trans-
actions.

The network availability under failures can be given by

N N
>k Drilki
A =1- el 5
WIB ; Wd (5)

e N = total number of failures in the network,
e Dy; = MTR of the ith component of type k,

e [;; = number of subscribers impacted by the ith compo-
nent of type k,

e W = total number of subscribers in the WIB,

e d = test duration.

Using equations (1)—(3), we verified the reliability results
obtained from the simulation model. We used equation (4) for
survivability and (5) for availability results.

We used low-nominal-high values for MTBF to derive our
results. These values are shown in table 3 [7].

Using the above values, we obtained simulation results
for the number of users impacted by different network fail-
ures. For this investigation, we present the number of users
impacted a day for network infrastructures ranging from
100,000 to 10,000,000 users for the low, nominal, and high
MTBEF cases. These results are shown in figure 5. Note
that for the nominal case, failures in a 1,000,000 wireless in-
frastructure (10 WIB) can expect to impact about 5,000 users
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Figure 4. Impact of different levels of failure in a WIB.

Table 3
Low-nominal-high MTBF values (years).

Component/link Low Nominal High

MSC 5 10
DB
MSC-BSC
BSC
BSC-BS

BS
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MTBF for Low-Nominal-High Scenarios

Figure 5. Measuring the impact of failures under nominal reliability of com-
ponents.

a day, or about 0.5% of the users. The impact may even
be worse if the reliability of components and links is actu-
ally lower than what is assumed here in the simulation. Also
in case of dependent failures, where failure of one compo-
nent/link may trigger failures of other components, the im-
pact may even be higher. The actual number of m-commerce
transactions that are affected by different failures in wireless
infrastructure can be computed by deriving the transactions
that a user was executing at the time of failure and the number
of transactions the user may have executed during the failure
duration.

Next we attempt to measure the impact of failures on
m-commerce transaction under variable size of building
blocks. There are two possible ways to vary the building
block size. The first is by keeping the same number of com-

~eeeee |Increasing MTBF (Analytical Modeling)
e Same MTBF (Analytical Modeling)
~~ Decreasing MTBF (Analytical Modeling}
—— Increasing MTBF (Simulation)

—»—  Same MTBF (Simulation)

-z Decreasing MTBF (Simulation}

4000

3000 ~

2000

1000

Number of Transactions Impacted Daily

10 30 50 70 90
WiBs

Figure 6. Measuring the impact of component sizes and reliability.

ponents and links but varying their sizes and the second is to
keep the same size but vary the number of components and
links in the same proportion. For simulation purposes, we
used the first approach where we varied the size of compo-
nents in the same proportion as the size of building block. So
if its size were reduced to half, we would use components
and links that are covering half as many users. One impor-
tant point that should be noted here is that the reliability of
components or links may change with size. For simulation
purposes, we have considered all the three possibilities: in-
creased, same, and reduced reliability with increased size. It
is possible that vendors may add special features for improv-
ing reliability of larger components. On the other extreme,
it is also possible that increased size may simply lead to a
higher failure rate. To estimate the impact of component size
and corresponding change in reliability levels, we assumed
the same number of customers (100,000 total customers). For
cases of increased reliability with size, the MTBF was in-
creased by 20% for every change in component size. For
cases of reduced reliability, the MTBF was decreased by 20%.
The simulation as well as analytical results, including the
number of transactions impacted, are shown in figure 6 (I, S,
and D represents the increasing, same, and decreasing re-
liability levels). One interesting result here is that there is
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not much improvement possible in the network survivability
just by increasing the reliability of components when the size
becomes smaller. However, if the reliability level drops as
the size becomes smaller, then the number of transactions af-
fected would increase significantly. In one of the results from
figure 6, more than 2000 transactions (out of 100,000) may
be affected daily, if smaller components with lower reliability
levels are used.

Next we investigated the number of transactions that may
be affected in a day under variable number of transactions for
different users. These results show that decreased component
and link qualities in a larger network may lead to a significant
effect on mobile commerce transactions as shown in figure 7.
It can also be observed that beyond a certain level of compo-
nent and link reliability, not much survivability improvement
is possible for m-commerce transactions.

The impact of reliability levels on m-commerce transac-
tions is shown in figure 8, where the number of transactions
impacted daily are shown using both simulation as well as an-
alytical modeling techniques. It shows that at about MTBFs

Figure 9. Measuring the number of failures exceeding different thresholds.

of 6 years (20004 days), asymptotic improvement is reached
for m-commerce transactions.

Besides knowing the total number of transactions that are
affected by various infrastructure failures, it may be important
to know how many of these failures actually affect more than
a certain number of transactions in a day. Such information
may be of importance to wireless carriers and operators for
network management or reporting purposes. Such data could
also be used by service providers for pricing and service ne-
gotiations with m-commerce customers. Knowing how many
such failures occur and where in the network, network de-
signers could make design improvements to minimize the oc-
currences of these high-impact failures. In our simulation,
we used three different thresholds: 100,000 (large-scale fail-
ures), 20,000 (medium-scale failures) and 5000 (small-scale
failures). These are named threshold 1, 2, and 3 for discus-
sion purposes. The simulation results for varying network
size and reliability (MTBFs from table 3) are presented in
figure 9, where numbers of failures that exceed three differ-
ent thresholds under varying degree of reliability are shown.
Using these results, a suitable threshold may be chosen for
failure reporting for network management. These numbers
provide different insights into the impacts caused by failures
and can also be used as reporting thresholds to vendors, users,
and other providers.

The results presented so far include the effects of failures
under varying parameters (time, size, number, reliability, and
thresholds) on the m-commerce transactions of users in one
or more building blocks. Now we turn our attention to re-
ducing the number of transactions impacted by using fault-
tolerant architectures. To evaluate any such improvements,
we have considered three different architectures for intercon-
necting seven different WIBs. These are single ring, star, and
dual ring. For the three interconnection architectures, the im-
pact of failures under different reliability and mobility levels
is shown in figure 10. To evaluate the performance of differ-
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ent architectures, we have assumed an interconnected 7-WIB
cluster where each WIB serves 100,000 customers. Simula-
tion results were obtained for varying levels of mobility in-
volving different compositions of users in a WIB. The results
shown in figure 10 correspond to a scenario where 50% of
users registered in a building block are visiting other places.
The results indicate that a network with basic dual-ring struc-
ture outperforms the networks with Ring and Star intercon-
necting architectures. One point that should be noticed here
is that the results show the overall survivability of a wireless
network does not just depend on the interconnecting architec-
ture (ring, star or dual ring) used. What is interesting to ob-
serve is that at the low MTBFs, both networks with dual ring
and star perform about the same; only at higher MTBFs can a
difference be seen between the two networks. This can be ex-
plained as follows. When the components/links are more re-
liable, then the reliability of interconnecting architecture has
more impact on the overall network survivability level. When
the individual components/links in a building block are more
prone to failures, then the impact of failure of the intercon-
necting architecture would have a smaller share on the overall
impact. The only exception may be a ring, where a single cut
in the ring may disable the entire network. So it can be con-
cluded that a reduction in number of transactions impacted
by failures can be achieved using fault-tolerant architectures
when the individual building blocks show a nominal to high
level of internal reliability. These observations would have
an influence on cost/benefit analysis when the MTBFs of the
components/links were low. Similar results were obtained for
other levels of mobility.

From the simulation results, we conclude that a significant
improvement in wireless dependability can be achieved for
m-commerce with increasing MTBF of different components
and links. We also found that the in some cases, dependability
for m-commerce can be improved using fault-tolerant archi-
tectures. We also found that fault-tolerant architectures may
not be very useful when reliability levels of individual com-
ponents and links are poor. Several other results were also ob-
tained that supported the same conclusions. We believe that
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more work is needed in comparing the improvements made in
each of the dependability attributes by the proposed architec-
tures for m-commerce. For implementation purposes, it may
be important to find out which combinations of these archi-
tectures and design changes produce the most improvements
in wireless dependability for m-commerce applications. Our
future work will address these issues.

4. Related work

Although dependability of wireline networks has been stud-
ied and researched in the last few years, very little work has
been done in applying that to wireless and mobile networks,
and none so far for m-commerce. We have performed a near-
exhaustive literature search and have found very little pub-
lished research on wireless reliability, availability, and sur-
vivability issues. Here we include a brief discussion of related
published research in this area.

A study of restoring mobility databases, HLR/VLR, after
a failure, was presented in [3]. The database restoration was
proposed using checkpointing with optimal intervals to bal-
ance the checkpointing cost against the paging cost. A subse-
quent study investigated the location update costs in the pres-
ence of database failures [1]. The use of two-tiered PCS sys-
tems to increase user availability under network failure was
conducted in [4]. Three different architectures to increase
the fault-tolerance of wireless networks were presented in [6].
The proposed architectures included the use of SONET rings
and use of overlapping base stations, access to multiple wire-
less networks to increase user-perceived network availabil-
ity, and use of overlay networks connecting universal access
points (UAPs). A study on the affect of failures on users,
not initially impacted by a failed component, was presented
in [5]. It computed the impact of a failed base station on the
registration and other delays as seen by users in neighboring
cells. Recently a simulation-based framework was proposed
for studying the reliability, availability, and survivability of
wireless networks [7].

5. Conclusions and future research

M-commerce is an emerging discipline involving mobile de-
vices, wireless networks, applications, and middleware. Due
to the increased integration of several applications, proto-
cols and infrastructure necessary to perform effective and effi-
cient business processing, m-commerce provides unique chal-
lenges to the existing wireless infrastructure. As these appli-
cations are being designed, one important issue is the specific
infrastructure requirements and how existing and emerging
wireless networks can meet these. In this paper, we pre-
sented various infrastructure requirements of the emerging
m-commerce applications. In particular, we discussed the
dependability of wireless infrastructure for m-commerce ap-
plications. We have presented several architectures and de-
sign changes to improve the dependability of wireless in-
frastructure for m-commerce. To evaluate the effectiveness
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of our proposed design and architectural changes, we devel-
oped and used a simulation model. The simulation results
included in the paper showed improvements in dependability
attributes using both the improved network design and fault-
tolerant architectures. We believe that more work is needed
towards improving the wireless infrastructure for supporting
m-commerce applications. It is our hope that our work may
form a basis for further research in wireless dependability for
m-commerce.

References

[1] Z. Haas and Y.-B. Lin, On optimizing the location update costs in the
presence of database failures, Wireless Networks 4 (1998).

[2] Leemis and Lawerance, Reliability: Probabilistic Models and Statistical
Methods (Prentice-Hall, Englewood Cliffs, NJ, 1995).

[3] Y.-B. Lin, Failure restoration of mobility databases for personal commu-
nication networks, Wireless Networks 1 (1995).

[4] Y.-B.Lin, A comparison study of the two-tier and the single-tier personal
communications services systems, Mobile Networks and Applications 1
(1996).

[5] D. Tipper, R. Ramaswamy and T. Dahlberg, PCS network survivability,

in: Proceedings of IEEE International Wireless Communications and

Networking Conference (WCNC) (September 1999).

U. Varshney, A. Snow and A. Malloy, Designing survivable wireless and

mobile networks, in: Proceedings of IEEE International Wireless Com-

munications and Networking Conference (WCNC) (September 1999).

[71 U. Varshney, A. Snow and A. Malloy, A framework for simulation mod-

eling of reliable, available, and survivable wireless networks, in: Pro-

ceedings of Workshop on Wireless Local Networks (2001).

U. Varshney and R. Vetter, Mobile commerce: Framework, applications

and networking support, Mobile Networks and Applications 7 (2002)

185-198.

[6

=

[8

—_

Alisha Malloy is currently a Ph.D. candidate and
KPMG Scholar at the Department of Computer In-
formation Systems at Georgia State University. She
received MS in engineering management from Old
Dominion University and BS in general engineering
from the US Naval Academy. She has written several
papers on wireless dependability, quality of service,
o and mobile commerce with her Ph.D. advisor, Upkar
Varshney. She is expected to graduate during sum-
mer 2002 and will join University of Alabama as an
Assistant Professor of Information Systems.
E-mail: amalloy @gsu.edu

MALLOY, VARSHNEY AND SNOW

Upkar Varshney is an Assistant Professor in the De-
partment of Computer Information Systems at Geor-
gia State University, Atlanta. He received a Bachelor
of Engineering in electrical engineering with Honors
from University of Roorkee, MS in computer sci-
ence and Ph.D. in telecommunications & network-
ing, from the University of Missouri-Kansas City in
1988, 1992, and 1995, respectively. Before joining
GSU, he worked as a Research Associate at the Cen-
ter for Telecomputing Research (funded by Sprint,
NorTel, BNR, MCI and State of Missouri) during 1992—-1994 and taught at
Washburn University, Kansas, during 1994-1998. Prof. Varshney has written
over 50 papers in mobile commerce, mobile and wireless networking, wire-
less dependability, and high-speed networking. He has presented some very
well received tutorials and workshops at major international conferences in-
cluding ACM MobiCom, IEEE WCNC, IFIP HPN, and HICSS. He is also
a respected speaker in wireless and mobile networking and applications. He
has delivered over 50 invited speeches, including several keynotes at major
conferences and workshops. He is actively involved with International Ex-
ecutive education programs at GSU. In October 2000, Prof. Varshney was
awarded the prestigious Myron T. Greene Outstanding Teaching Award. He
is on the editorial board of IEEE Computer. He has also served on the pro-
gram committees of IEEE WCNC, IEEE LCN, ACM Workshop on Mobile
Commerce, HICSS and several other international conferences. He is a mem-
ber of ACM and IEEE and several SIGs and societies.

E-mail: uvarshney @gsu.edu

Andrew P. Snow is an Assistant Professor of Com-
puter Information Systems (CIS) at Georgia State
University. His primary research interests deal with
information systems and telecommunications relia-
bility, availability and survivability, which includes
IT infrastructure, wireless and wire-line telecommu-
nication systems. In the wake of 9-11, Snow has
been an invited speaker at Columbia University and
Nippon Telephone and Telegraph. Snow’s work has
appeared in the IEEE Transactions on Reliability,
Communications of the ACM, the Journal of Network and Systems Manage-
ment, [IEEE Computer, ACM StandardView, and in numerous IEEE confer-
ences and workshops. Prior to becoming an academic researcher and teacher,
Snow engineered, designed and implemented line-of-sight microwave, multi-
plex, and fiber optic systems. In addition, he designed and implemented wide
area and local area data networks. He has held a variety of positions, includ-
ing electrical engineer, member of the technical staff, manager, director, vice
president, general manager, and president. Snow’s experience also includes
consulting, systems integration and project management. As a consultant,
Snow’s clients included General Electric and Boeing Computer Services. In
the latter role, Snow was the successful bidder and project manager for an
$80M telecommunications modernization program. Snow earned his bach-
elor’s and master’s degrees from Old Dominion University in engineering
(electrical), and his doctorate in information science (telecommunications)
from the University of Pittsburgh, in 1970, 1972, and 1997, respectively.
E-mail: asnow @gsu.edu



